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ABSTRACT 

 

In today’s financial sector, institutions are facing 

increasing threats from sophisticated fraud schemes, driven by 

rapid technological advancements and the growing reliance on 

digital transactions, a trend further exacerbated by the COVID-

19 pandemic. This systematic literature review (SLR) examines 

81 scholarly articles from 2014 to 2024, focusing on the use of 

machine learning (ML) algorithms for fraud detection in 

banking. Drawing on data from Dimensions.ai and a 

combination of public and proprietary financial datasets, the 

review evaluates the performance of various fraud detection 

techniques. In 2023, global financial losses due to fraud 

exceeded $34 billion, highlighting the critical need for more 

advanced fraud detection systems. The review finds that hybrid 

models consistently deliver the highest accuracy rates, with a 

notable 99.38% accuracy. These models outperform others in 

key performance metrics and are particularly effective at 

detecting a broader range of financial crimes, as evidenced by a 

study conducted by five major Japanese financial institutions. 

While traditional methods remain useful in specific contexts, 

advanced hybrid models offer superior precision and resilience. 

Future research should focus on refining hybrid models and 

integrating real-time data streams to enhance fraud detection in 

the rapidly evolving. 
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INTRODUCTION 

 

The financial industry, particularly the banking sector, has witnessed a significant rise in 

fraudulent activities, fueled by the rapid pace of technological advancement and the increasing 

reliance on digital transactions. This surge has been exacerbated by the COVID-19 pandemic, 

which accelerated the shift to online banking, consequently expanding the opportunities for 

fraudsters to exploit. 
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As highlighted in the Nilson Report (Outseer, 2023), the global financial industry faced 

losses surpassing $34 billion in 2023 as a result of fraud, emphasizing the critical need for strong 

and effective detection systems. 

Machine learning (ML) has emerged as an indispensable tool for detecting and mitigating 

fraud in the banking industry. A variety of ML models have been developed and deployed to 

identify fraudulent activities with remarkable precision and effectiveness. This systematic 

literature review (SLR) aims to explore and identify the most optimal ML models for fraud 

detectionng in the banking sector, focusing on open-access publications published between 2014 

and 2024. 

Several studies have utilized algorithm model  to detect credit card fraud, achieving 

notable accuracy and demonstrating the effectiveness of these classical models in identifying 

fraudulent transactions. However, as fraud schemes became increasingly complex, more 

advanced models began to outperform these traditional approaches in terms of performance.. 

(Sudhakar & Kaliyamurthie, 2023), as well as (Rahmatullah et al., 2022), Other studies 

utilized XGBoost, which consistently exhibited exceptional performance, delivering high 

accuracy and precision in detecting credit card fraud. Its capacity to manage large datasets and 

its resilience to overfitting have made XGBoost a preferred model for fraud detection (Kumar 

et al., 2024) and (Parmar et al., 2020) One study examined the effectiveness of K-Nearest 

Neighbors (KNN), concluding that it is a dependable model with strong performance in 

identifying various forms of banking fraud. Similarly, (Lin, 2023) and (Kolodiziev et al., 2020) 

Another study emphasized the benefits of LightGBM, noting its ability to deliver high accuracy 

across a range of financial contexts. 

Random Forest, another popular ML model, was extensively studied by (D. Shah & 

Sharma, 2023) and (Abdul Salam et al., 2024)research demonstrated that Random Forest could 

attain high accuracy rates, establishing it as a reliable model for detecting both credit card and 

bank transaction fraud. 

Autoencoders have also been used effectively for fraud detection. (Mitra et al., 2022) and 

(Almuteer et al., 2021) demonstrated the high accuracy of autoencoders in identifying fraudulent 

credit card transactions. Meanwhile, Support Vector Machine (SVM) was employed by 

(Sasikala et al., 2022)) and (Chile et al., 2021), proving effective in detecting both bank and 

credit card fraud. 

(Mohmad, 2022) and (ismael, 2024) explored Bidirectional LSTM, showing that It can 

attain remarkable accuracy in identifying credit card fraud by recognizing sequential patterns 

within transaction data. Additionally, Generative Adversarial Networks (GANs) were used by 

(Ali et al., 2024), achieving high accuracy in credit card fraud detection by generating realistic 

fraudulent examples to train detection models. 

(Du et al., 2024) A novel hybrid model, integrating AE-XGB-SMOTE-CGAN, was 

introduced, achieving outstanding accuracy and top scores in metrics such as MCC, TNR, and 

ACC. This hybrid approach capitalizes on the strengths of multiple techniques, improving 

detection rates while minimizing false positives. 

The literature consistently indicates that advanced models, such as XGBoost, hybrid 

methods, and deep learning techniques, generally outperform traditional models in fraud 

detection. However, simpler models like Naive Bayes and Logistic Regression still hold value, 

owing to their simplicity and effectiveness in specific situations. Hybrid models, which combine 

multiple advanced techniques, it has been demonstrated to improve forecasting accuracy by 

harnessing the combined strengths of individual methods.(Ampountolas, 2023) 
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According to (Thilakaratne et al., 2019), The first step in conducting a systematic literature 

review is to Develop pertinent research questions that are specific, clear, and provide a clear 

direction for the study. In this context, we have formulated the following three research 

questions (RQs) based on our predetermined topic: 

RQ1: Which machine learning models have demonstrated the highest effectiveness in detecting 

fraud within the banking sector? 

RQ2: What types of datasets are most frequently used, and how do they impact the performance 

of the models? 

RQ3: What are the average accuracy rates achieved by these models? 

RQ4: What types of fraud are most frequently detected using these models? 

This review will provide a comprehensive overview of the current landscape of ML-based fraud 

detection in the banking sector, offering valuable insights into the most effective models and 

methodologies. By addressing these research questions, we aim to contribute to the development 

of more robust and efficient fraud detection systems, ultimately enhancing the security and 

integrity of the financial sector. 
 

RESEARCH METHOD 

 

This comprehensive literature review aims to evaluate the most effective algorithm models for 

fraud detection in banking, focusing on their accuracy, scalability, interpretability, and 

robustness. The following models are highlighted through a comparative analysis based on 

performance accuracy. The methodology is structured around several key phases: formulating 

precise research questions, identifying relevant concepts and keywords, constructing the search 

query, selecting appropriate search engines, refining the query, executing the search, analyzing 

the search results, establishing inclusion and exclusion criteria, choosing pertinent studies, and 

extracting insights to answer the research questions. This SLR approach ensures a thorough, 

reliable, and unbiased assessment of the studies, providing a solid foundation for drawing 

conclusions and making recommendations. In accordance with the methodology outlined by 

(Al-Sabaeei et al., 2023), this research adopted the SLR steps in (Thilakaratne et al., 2019) To 

conduct the systematic literature review (SLR), one must adhere to the key steps outlined in 

Figure 1. 

 
Source: Thilakaratne et al., 2019 

Figure 1 - Systematic literature review process 

1. Determining relevant concepts and keyword 

In the second stage, We identified three key concepts essential to the topic and research 

questions: 
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Keyword 1: "Machine Learning model" 

Keyword 2: "Fraud Detection" 

Keyword 3: "Banking Sector" 

By contemplating synonyms, orthographic variants, and abbreviations, we extrapolated the 

ensuing lexicon: "Machine Learning models," "Machine Learning model," "Fraud Detection," 

"fraud detection," "Banking Sector," and "Banking." 

 

2. Constructing the search query 

The ascertained keywords were subsequently amalgamated through the use of Boolean 

operators. By employing the PICO  and "Medical Subject Headings" (MESH) frameworks, the 

ensuing search string was contrived: "Machine Learning model" OR "Machine Learning 

models" AND "Fraud Detection" OR "fraud detection" AND "Banking Sector" OR "Banking." 

 

 

“Machine Learning model” OR “Machine Learning models” AND “Fraud Detection” OR 

“fraud detection” AND “Banking Sector” OR “Banking” 

 

 

3. Selecting suitable search engines 

In this phase, We chose relevant search engines to ensure comprehensive coverage of 

the literature, thereby enhancing the likelihood of discovering highly relevant articles. For this 

review, Dimensions.ai was chosen as the primary database. 

 

4. Refining the query 

The search string was trialed in the Dimensions.ai database to evaluate the pertinence of 

the returned articles. Pre-identified relevant papers, which could serve as potential primary 

studies, were located. In instances where no pertinent results emerged, the search string was 

modified and fine-tuned accordingly to enhance its effectiveness. 

 

5. Executing the search and reviewing the search results 

Upon finalizing the search string, it was executed in the Dimensions.ai database, yielding 

363 publications. The results of the search process are visually represented in the PRISMA flow 

diagram, illustrated in Figure 2. 
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Source: Author, 2024 

Figure 2 - PRISMA diagram flow 

 

6. Defining inclusion and exclusion criteria 

We focused on ensuring the selection of relevant and high-quality studies based on several 

inclusion criteria: the publication year was between 2014 and 2024, the articles were open access 

(All OA), the publication type was an article, and the articles were written in English. The 

exclusion criteria were as follows: articles not related to the banking sector, articles that did not 

use machine learning for fraud detection, and non-research articles, such as editorials, opinion 

pieces, and reviews without empirical data. 

 

7. Choosing relevant studies 

The initial search yielded 81 articles, which were then screened for relevance by reviewing their 

titles, abstracts, and keywords. Articles that did not meet the inclusion criteria were excluded. 

The remaining articles were subjected to a detailed full-text review to ensure they fulfilled all 

specified criteria. This meticulous screening process ultimately resulted in 81 articles being 

included in the final analysis. 

 

 8.  Extracting answers to the research questions. 

The research questions were addressed through a systematic analysis of the papers 

selected in the previous step. A spreadsheet was employed to document the potential answers as 

each paper was reviewed. A summary of the data collected during the final screening phase is 

presented in Table 1, while the detailed findings and interpretations are discussed in the 

subsequent Findings and Discussion section. 
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Table 1. Literature Review Article List 
No Author(s)/ 

Year 

ML 

Model 

Dataset Type             

of 

Fraud 

Results Conclusion 

1 (Can et al., 

2020) 

Naive 

Bayes and  

Logistic 

Regressio

n  

35 Turkish banks 

transaction  

Credit 

Card 

Fraud 

Naive Bayes 

scored 100% 

accuracy  

Naïve Bayes is 

highly effective. 

2 (Sudhakar & 

Kaliyamurthie

, 2023) 

Various 

Model 

1,048,575 transactions 

of European Bank in 

2013 

Credit 

Card 

Fraud 

XG Boost 

accuracy  

99.96%,  

XG boost 

provided better 

accuracy 

3 (Du et al., 

2024) 

Hybrid 

Model  

284,807 transactions in 

European Bank in 2013 

Credit 

Card 

Fraud 

Hybrid accuracy 

99.93%, 

Hybrid had the 

highest 

accuracy values 

4 (M. N. K. 

Kumar et al., 

2024) 

K-Nearest 

Neighbors 

(KNN) 

Data fraud prevention 

market size in 2016–

2022 

Online 

Bankin

g 

Fraud 

K-Nearest 

Neighbors 

(KNN) 97.74% 

KNN  is highly 

performance 

5 (Adeyemo & 

Obafemi, 

2024) 

Machine 

Learning 

Algorithm

s 

57 sample ML is 

enhancing fraud 

prevention  in Nigeria 

Banks  

Online 

Bankin

g 

Fraud 

82% respondent 

agree ML 

effective for 

fraud detection  

Machine 

learning 

algorithms 

effective for  

Fraud 

Prevention 

6 (Alunowska 

Figueroa et 

al., 2021) 

Various 

Model 

4 million cyber crime in 

Mexico Bank 

Financi

al 

Bankin

g 

Fraud 

TMS has high 

accuracy 

TMS effective 

for financial 

fraud prevention 

7 (Suri* et al., 

2020) 

Decision 

Tree 

UCI ML repository ( 

age, job, education, etc. 

) 

Online 

Bankin

g 

Fraud 

Decision Tree 

Accuracy 

77.96% 

Decision Tree 

Effective to 

predict fraud 

8 (Sultana et al., 

2023) 

ST-BPNN  284,807 transactions in 

European Bank in 2013 

Credit 

Card 

Fraud 

ST-BPNN F1 

Score 92,2%, 

AUC-ROC 

100% 

ST-BPNN 

Model Effective 

to predict credit 

card fraud 

9 (Lin, 2023) Light BM Payments accounts and 

credit card transactions 

by Kaggle 

Online 

Bankin

g 

Fraud 

Light GBM 

model showed 

high accuracy 

Light GBM  is 

ideal for fraud 

detection  

10 (Sasikala et 

al., 2022) 

Various 

Model 

Personal identity, credit 

card number, 

CVV,(OTP) and PIN 

Credit 

Card 

Fraud 

SVM Precision 

98.78% 

SVM is 

affective to 

detect credit 

card fraud 

11 (Ore-Areche 

et al., 2022) 

Various 

Model 

284,807 transactions in 

European Bank  

Credit 

Card 

Fraud 

Isolation forest  

accuracy  

99.74% 

SILOF is 

effective for 

credit card  

fraud detect 

12 (Togbe et al., 

2021) 

Various 

Model 

Shuttle, SMTP) and 

SEA.  

Online 

Bankin

Isolated Forest 

ASD F1 81% 

Isolated Forest 

ASD is detector  

data anomalies  
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g 

Fraud 

13 (Mytnyk et 

al., 2023) 

Various 

Model 

284,807 transactions 

that occurred in two day 

and data kaggle 

Online 

Bankin

g 

Fraud 

Logistic 

regression 

accuracy 94.6% 

Logistic 

regression is  

effective to 

detect 

transaction bank 

Fraud 

14 (Zareapoor & 

Shamsolmoali

, 2015) 

Various 

Model 

100,000 records of          

e-commerce 

transactions. 

Credit 

Card 

Fraud 

decision tree  

the highest 

accuracy  80% 

Decision tree 

Effective to 

cathing credit 

card Fraud 

15 (Du et al., 

2023) 

Hybrid 

Auto 

Encoder 

Light BM 

284,807 transactions in 

European Bank 

Credit 

Card 

Fraud 

Hybrid accuracy 

99.95% 

Hybrid  is more 

suitable for 

detecting fraud 

16 (González-

Carrasco et 

al., 2019) 

Bayes 

Network 

126 scenario 

experiments   

 

Online 

Bankin

g 

Fraud 

Bayes Network 

accuracy  

99.90% 

Bayes Network 

is  best choice 

to detect bank 

transaction 

17 (Kolodiziev et 

al., 2020) 

Light BM A technical minimum of 

information about 

transactions 

Online 

Bankin

g 

Fraud 

Light GBM 

accuracy 

99.94% 

Light BM is 

Effective to 

detect Illegal 

Transaction              

18 (Asomura et 

al., 2023) 

Various 

Model 

forecasting foreign 

exchange rates  

Online 

Bankin

g 

Fraud 

Various Model 

accuracy 

99.80% 

Various Model 

suitable detect 

Banking  Fraud 

19 (Prof. Antara 

Bhattacharya 

et al., 2023) 

Artificial 

Neural 

Networks 

(ANN) 

Loan Amount 

Requested, Loan Term 

Bank 

Loan 

Fraud 

ANN accuracy 

82% 

ANN is 

Effective for 

Detect Bank 

Loan Fraud 

20 (Arora et al., 

2023) 

Various 

Model 

credit card bank 

transaction in 

ecommerce in India 

Credit 

Card 

Fraud 

 Logistic 

Regression 

precision 80% 

Logistic 

regression  is 

the best for 

credit card fraud 

detection. 

21 (A. Shah & 

Mehta, 2021) 

Various 

Model 

284,807 transactions in 

European Bank in 2013   

Credit 

Card 

Fraud 

Random Forest 

accuracy 96.4% 

Random Forest 

is better to  

detect fraud  

22 (T. Patil & 

Khadare, 

2023) 

Random 

Forest 

customers  bank data Credit 

Card 

Fraud 

Random Forest 

Acc  

99.78% 

Random Forest 

is best to detect 

fraud  

23 (Parmar et al., 

2020) 

K-Nearest 

Neighbors 

(KNN)  

284,807 credit card 

transactions in EU Bank   

Credit 

Card 

Fraud 

K-Nearest 

Neighbors 

(KNN)  

accuracy 

99.95% 

K-Nearest 

Neighbors 

(KNN) is 

effective to hanf 

24 (Mitra et al., 

2022) 

Autoenco

der 

284,807 credit card 

transactions in EU Bank   

Credit 

Card 

Fraud 

Auto Encoder 

accuracy 97% 

autoencoder is 

highest 

accuracy to 

detect credit 

card fraud 

25 (D. Shah & 

Sharma, 

2023) 

Decision 

Tree, 

Data kaggle simulated 

credit card transaction 

Credit 

Card 

Fraud 

Random Forest 

precision 

98.43% 

Random Forest 

is accurate for  

detect fraud  
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Random 

Forest 

26 (Mohmad, 

2022) 

Bidirectio

nal LSTM  

ATM transactions in 

(Europay-MasterCard-

Visa) 

Credit 

Card 

Fraud 

Bidirectional 

LSTM accuracy 

82.4% 

Bidirectional 

LSTM is is 

better for detect 

fraud  

27 (P. S. G. 

Kumar et al., 

2019) 

Various 

Model 

Transactions using 

credit cards . 

Credit 

Card 

Fraud 

the optimal 

accuracy for 

logistic 

regression 

Logistic 

regression is 

effective to 

detect credit 

card Fraud 

28 (Joshi et al., 

2020) 

SMOTE The Keggle credit card 

transaction 

Credit 

Card 

Fraud 

SMOTE 

accuracy 98.7% 

SMOTE  will  

finding credit 

card fraud  

29 (Charan et al., 

2022) 

Logistic 

Regressio

n 

The Keggle credit card 

transaction 

Credit 

Card 

Fraud 

Logistic 

Regression 

accuracy 98%  

Logistic 

Regression is 

effective to 

detect fraud 

30 (Zhan2023) Various 

Model 

Credit card holder data Credit 

Card 

Fraud 

Logistic  

regression is 

highest accurcy  

Logistic 

Regression is 

effective to 

detect fraud 

31 (Ponaganti, 

2019) 

Various 

Model 

credit card transactions 

and build up a 

predictive model based 

on the dataset 

Credit 

Card 

Fraud 

Logistic 

Regression 

sesitivity 83% 

Logistic 

Regression is 

effective to 

detect credit 

card fraud 

32 (Dr. P. Siva 

Kumar, 2020) 

Random 

Forest 

13 billion master card 

transactions in India 

Credit 

Card 

Fraud 

Random Forest 

accuracy 99.8% 

Random Forest 

is effective to 

detect fraud 

33 (ismael, 2024) bidirectio

nal long-

short term 

memory 

(BiLSTM) 

customers behavior and 

models  

Credit 

Card 

Fraud 

BiLSTM 

accuracy 98% 

BiLSTM 

highest 

accuracy to 

detect fraud 

34 (Li et al., 

2022) 

Various 

Hybrid 

Model 

284,807 credit card 

transactions   in 

European Bank 

Credit 

Card 

Fraud 

Hybrid 

precision 

99.99% 

Hybrid is best 

model for credit 

card fraud 

detection 

35 (Narsimha et 

al., 2022) 

Various 

Model 

leverage e-currency 

exchanges and other 

financial transaction 

Financi

al 

Bankin

g 

Fraud  

Random Forest 

accuracy 82.94 

% 

Random Forest 

is better model 

to detect 

financial Fraud 

36 (Jayanthi et 

al., 2023) 

Various 

Hybrid 

Model 

two-day credit card 

transaction details of 

people from Europe in 

kaggle 

Credit 

Card 

Fraud 

CCLR and 

CCRF accuracy 

99.96% 

Hybrid CCLR 

dan CCRF is the 

best model to 

detect credit 

card 

37 (Haddab, 

2023) 

Various 

Model 

274,807 credit card 

transactions in 

European bank  

Online 

Bankin

g 

Fraud 

Random Forest 

accurcy 93.96% 

Random Forest 

is better detect 

banking fraud 

38 (Almuteer et 

al., 2021) 

Various 

Model 

284315  imbalanced 

credit card transaction 

Credit 

Card 

Fraud 

The 

Autoencoder 

AE is the best 

model to detect 
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accuracy of 

99% 

fraud in credit 

card 

39 (Shmatko et 

al., 2021) 

Random 

Forest  

Credit Card Transaction Credit 

Card 

Fraud 

Random Forest 

accuracy 77% 

Random Forest 

is better to  

detect credit 

card fraud 

40 (Ojulari et al., 

2024) 

H2O 

autoencod

er deep 

learning 

models 

1.2 million transaction 

records from 10 

Nigerian bank's ATM 

Online 

Bankin

g 

Fraud   

H2O 

autoencoder 

accuracy 

97.60% 

H2O 

autoencoder 

deep learning 

models is the 

best model to 

detect ATM 

Fraud 

41 (Chile et al., 

2021) 

SVM and 

Random 

Forest 

set of URLs containing 

benign and phishing 

URLs a 

Phishin

g 

Bankin

g 

Fraud 

Random Forest 

accuracy 85.6% 

Random Forest 

is much more 

scurto detect 

phishing site  

42 (T et al., 

2022) 

Random 

Forest, 

SVM and 

Decision 

Tree 

284,807 credit card 

transactions in EU Bank  

in European Bank  

Credit 

Card 

Fraud 

Random Forest 

accuracy 97.6% 

Random Forest 

was Develped 

to detect the 

fraud in credit 

card 

43 (Rahmatullah 

et al., 2022) 

Various 

Model 

283,823 credit card 

transaction downloaded 

from kaggle 

Credit 

Card 

Fraud 

XGBoost 

scenario 

obtained 99% 

accu 

XGBoost is the 

best model to 

detect credit 

card fraud 

44 (Bandyopadh

yay, 2020) 

Stacked-

RNN 

Model 

6362620 transaction  

during COVID-19 from 

Kaggle 

Online 

Bankin

g 

Fraud 

Stacked-RNN 

accuracy 

99.87% 

Stacked-RNN is 

the best model 

to detect bank 

transactions 

fraud  

45 (ÇELİK & 

GEZER, 

2022) 

Various 

Model 

13077 Malware is 

marked by WEKA 

software 

Online 

Bankin

g 

Fraud 

Random Tree 

accuracy 83%  

Random tree is 

better model for 

trickbot and 

emotet Banking 

Detection 

46 (Almhaithawi 

et al., 2020) 

Various 

Model 

284,807 to 568,630 with 

284,315 fraud sample 

instead of 492 collect 

from Kaggle 

Credit 

Card 

Fraud 

CB+SMOTE+B

MR 97.62% 

CB+SMOTE+B

MR is better 

model to detect 

credit card fraud 

47 (Abdul Salam 

et al., 2024) 

Various 

Model 

284,807 transactions in 

European Bank in 2013 

Credit 

Card 

Fraud 

Random Forest 

accuracy 

99.99% 

random forest is 

highly accuracy  

to detect credit 

card  fraud 

48 (Usman et al., 

2024) 

Various 

Model 

demographic, 

behavioral, risk, and 

transactional  form  

BAF 

Financi

al 

Bankin

g 

Fraud 

KNN accuracy 

98.84% 

KNN  is highly 

performance 

49 (Fritz-

Morgenthal et 

al., 2022) 

Various 

Model 

Based on the 

discussions at the 

Round Table AI at Firm 

Financi

al 

Bankin

g 

Fraud  

- in AI systems 

used for 

financial risk 

manaement 
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50 (Ojugo et al., 

2023) 

Various 

Hybrid 

Model 

 57,345-transaction ( 

cardholder data, bank  

name and others) 

Online 

Bankin

g 

Fraud 

2-hidden layer 

neural network 

accurcy 99%  

2-hidden layer 

neural network 

is effective to 

detect  Bank 

Fraud 

51 (Nageswara 

Rao 

Moparthi, 

2024) 

Various 

Model 

Bank transaction from 

kaggle.com 

Online 

Bankin

g 

Fraud 

- LightGBM, The 

accuracy of the 

scam detection 

52 (Kawade et 

al., 2022) 

Various 

Model 

284,807 transactions in 

European Bank in 2013 

Credit 

Card 

Fraud 

 Isolated Forest 

has accuracy 

95.76% 

Isolated Forest 

is the best to 

detect credit 

card fraud 

53 (Paladini et 

al., 2023) 

Various 

Model 

transactions having the 

same IP, Session ID, 

and ASN_CC 

Online 

Bankin

g 

Fraud 

XGBoost 

obtained 

accuracy 

94.30% 

XGBoost is 

effective model 

to detect bank 

transaction 

fraud 

54 (Waykar, 

2023) 

Various 

Model 

Account No, transaction 

average, per day from 

Kaggle 

Credit 

Card 

Fraud 

Isolation Forest 

model has 

accuracy 94% 

Isolation Forest 

model is highly 

accuracy to 

detect fraud 

55 (Lokanan & 

Sharma, 

2022) 

Various 

Model 

406 cases from the 

IIROC’s website 

Financi

al 

Bankin

g 

Fraud 

Gridsearch 

model obtained 

accuracy 99.5% 

Gridsearch 

Model is 

effective to 

predictinvestme

nt fraud 

56 (Akinje & 

Fuad, 2021) 

Various 

Model 

6362620 transactions,  

(cash out, payment, cash 

in and transfer) 

 

Online 

Bankin

g 

Fraud 

Gradient 

Boosting 

classifiers 

obtained a 

100% accuracy 

Gradient 

Boosting 

classifiers is 

effectived to 

detect Bank 

Transaction 

Fraud 

57 (Kjamilji & 

Güney, 2023) 

Various 

Model 

credit card information, 

log data of computer 

and network systems 

Online 

Bankin

g 

Fraud 

Multinomial 

Naïve 

Bayes(MNB) 

accuracy 99.1% 

Multinomial 

Naïve 

Bayes(MNB) is 

effective for 

banking system 

secured 

58 (Nwachukwu 

& Boatengu, 

2022) 

Artificial 

Neural 

Network 

Algorithm 

German credit dataset 

thousands  of bank 

customer  information  

Online 

Bankin

g 

Fraud 

ANNAlgortithm

s accuracy 98% 

ANN  is 

effective for 

indentify 

customer credit 

risk 

59 (Domashova 

& Kripak, 

2021) 

Various 

Model 

typical international 

transactions on bank 

cards of individuals 

Online 

Bankin

g 

Fraud 

Adaboost 

method 

accuracy 

99.99% 

Adaboost 

method is 

effective for 

detect bank 

transaction 

fraud 
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60 (Ashwini T G, 

2023) 

Various 

Model 

Customer data, financial 

history, credit scores, 

and behavior are crucial 

elements 

Online 

Bankin

g 

Fraud 

- AI has 

positively 

impacted  

fraud detection 

61 (Ali et al., 

2024) 

Various 

Model 

284,807 transactions in 

European Bank in 2013 

(data kaggle) 

Credit 

Card 

Fraud 

GAN accuracy 

99.9% 

GAN a highly 

accurate for  

fraud detection 

62 (Wang et al., 

2022) 

Various 

Model 

Israel credit card 

transactions (non-time 

series) and a bank loan 

dataset (time series)  

Online 

Bankin

g 

Fraud 

SVM RF- 

Balance 

obtained 

accuracy 

98.67% 

SVM RF- 

Balance is best 

model to solved 

online Fraud 

Detection 

63 (Venkata 

Suryanarayan

a et al., 2018) 

Various 

Model 

100,000 credit card 

holder data 

Credit 

Card 

Fraud 

Logistic 

Regression 

accuracy  

96.24% 

Logistic 

Regression is 

best for detect 

credit card fraud  

64 (Kousika et 

al., 2021) 

Various 

Model 

30 transaction records 

from Kaggle 

Credit 

Card 

Fraud 

random forest 

accuracy 94% 

random forest is 

best to detect 

credit card fraud 

65 (Rahangdale 

et al., 2022) 

Various 

Model 

Credit card Identity  Credit 

Card 

Fraud 

Random Forest 

accuracy 95.5% 

random forest is 

the best for 

detect credit 

card fraud 

66 (Vanini et al., 

2023) 

Various 

Model 

140 million 

transactions, customer 

info and activity 

Online 

Bankin

g 

Fraud 

- ML model 

effective to 

detect 

anomalies data 

67 (Ileberi et al., 

2021) 

Various 

Model 

284,808 credit card 

transactions of an EU 

financial institution 

dataset.(Kaggle data) 

Credit 

Card 

Fraud 

AdaBoost-SVM 

obtained 

accuraci 

99.96% 

AdaBoost-SVM 

is best model 

for detection 

credit card fraud 

68 (Bharuka et 

al., 2024) 

Various 

Model 

Confidential customer 

information  

 

Phishin

g 

Bankin

g 

Fraud 

XGBoost 

obtained  

accuracy 98.4%  

XGBoost is the 

best to detect 

phishing  

69 (S. Patil et al., 

2018) 

Various 

Model 

day to day and past 

historical credit card  

transaction  

Credit 

Card 

Fraud 

Random Forest 

Decision Tree 

accuracy 76% 

Random Forest 

Decision Tree is 

the highest 

accuracy  

70 (Kanamori et 

al., 2022) 

Various 

Hybrid 

Model 

financial crimes  

in fives Japan Bank 

Online 

Bankin

g 

Fraud 

hybrid model 

accuracy 94.7% 

Hybrid model 

generated high 

performance for 

detecting 

criminals' bank 

accounts 

71 (Arri, 2022) Various 

Model 

Credit card transaction 

fraud 

Credit 

Card 

Fraud 

XG Boost 

accuracy 

99.94% 

XG Boost is the 

best for ccard 

fraud detection 

72 (Xiang et al., 

2023) 

GTAN 

(Graph 

Temporal 

Attention 

Network) 

FFSD, Yelp Chi graph  

and Amazon graph 

dataset 

Credit 

Card 

Fraud 

GTAN accuracy 

99.9% 

GTAN a 

accurate for 

credit card raud 

detection 
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73 (Tran et al., 

2019) 

Graph p 

Laplacian 

semi-

supervised 

learning 

Dataset from 

https://www.kaggle.com

/mlg-ulb/creditcardfraud 

Credit 

Card 

Fraud 

GpLS -

supervised 

learning 

accuracy 

88.52% 

 GpLS learning 

is significan to 

detect credit 

card fraud 

74 (Rode et al., 

2022) 

Various 

Model 

on real-world credit 

card transaction 

datasets. 

Credit 

Card 

Fraud 

ML model 

precision 99.6% 

MLis effective 

to detect credit 

card fraud 

75 (Chowdari, 

2021) 

Various 

Model 

284,807 transactions in 

European Bank in 2013 

Credit 

Card 

Fraud 

Logistic 

Regresson 

accuracy 94.9% 

Logistic 

Regression is   

credit card fraud 

detection 

76 (Wei, 2023) Support 

Vector 

Machine 

(SVM)  

nearly 80 million credit 

card fraudulent  

Credit 

Card 

Fraud 

SVM accuracy 

96.35% 

SVM is 

affective to 

detect credit 

card fraud 

77 (Smiles* & 

Kumar, 2019) 

Various 

Model 

This synthetic dataset is  

the initial dataset 

produced by Kaggle 

Online 

Bankin

g 

Fraud 

Random Forest 

accuracy 

99.99% 

Random  Forest 

is the best 

model to detect 

online payment 

fraud 

78  (Nesvijevskai

a et al., 2021) 

Various 

Model 

customer information, 

several other 

confidential data  

Financi

al 

Bankin

g 

Fraud 

Deep Neural 

Network is 

highest 

Accuracy 

Deep Neural 

Network is 

effective to 

detect money 

laundry 

79 (Sahu* et al., 

2) 

Various 

Model 

284,807 transactions in 

European Bank in 2013 

Credit 

Card 

Fraud 

Logistic 

Regression 

accuracy 99% 

Logistic 

Regression is 

effective to 

detect credit 

crad fraud 

80 (Caprian & of 

Moldova, 

2023) 

Various 

Model 

Data transaction size, 

location, time, device, 

purchase data, consumer 

behavior 

Online 

Bankin

g 

Fraud 

- Machine 

Learning can 

predicted 

combating bank 

fraud 

81 (Gupta et al., 

2023) 

Various 

Model 

Card Account number,  

PIN, credit card 

transaction 

Credit 

Card 

Fraud 

XG Boost 

acurracy 99% 

and precision 

91%,  

XG Boost is the 

best model for 

credit card fraud 

detection 

Source: Author, 2024 

 

RESULTS AND DISCUSSION 

 

       This section summarizes the findings of the systematic literature review based on 81 

articles on machine learning models for banking fraud detection. The results are categorized into 

geographical distribution, machine learning models, datasets, and types of fraud addressed. A 

comparative analysis is used to evaluate the effectiveness of various algorithms in terms of 

accuracy, efficiency, and fraud detection across different conditions and datasets. 

 

 

1. Geographical Distribution of Research 

https://www.kaggle.com/mlg-ulb/creditcardfraud
https://www.kaggle.com/mlg-ulb/creditcardfraud
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The 81 research articles originate from various countries, with from notable contributions 

the India, China, Germany, Turkey, Nigeria, Egypt, France, USA, Russia  and the Indonesia. 

The distribution of research by country is illustrated in Figure 3, which shows the number of 

articles published from each country. 

 
Source: Author, 2024 

Figure 3 -  Geographical Distribution of Research 

2. Machine Learning Models Used for Fraud Detection in the Banking Sector 

The first research question (RQ1) sought to identify the machine learning models 

employed for fraud detection in the banking sector. Table 2 summarizes the findings from the 

81 articles reviewed. As illustrated in Table 2 and Figure 4, a total of 27 distinct algorihm models 

were utilized across 44 different publications. 

Table 2. Prevalence of Machine Learning Models in Fraud Detection Applications 

No. ML Models Reference Usage Frequency 

1.. Random Forest 
 

(Abdul Salam et al., 2024; Asomura et al., 

2023; ÇELİK & GEZER, 2022; Chile et al., 

2021; Dr. P. Siva Kumar, 2020; Haddab, 

2023; Kousika et al., 2021; Narsimha et al., 

2022; S. Patil et al., 2018; T. Patil & 

Khadare, 2023; Rahangdale et al., 2022; A. 

Shah & Mehta, 2021; D. Shah & Sharma, 

2023; Shmatko et al., 2021; Smiles* & 

Kumar, 2019; (T et al., 2022) 

 

16 

2. Logistic Regression 
 

(Abdul Salam et al., 2024; Asomura et al., 

2023; ÇELİK & GEZER, 2022; Chile et al., 

2021; Dr. P. Siva Kumar, 2020; Haddab, 

2023; Kousika et al., 2021; Narsimha et al., 

2022; S. Patil et al., 2018; T. Patil & 

Khadare, 2023; Rahangdale et al., 2022; A. 

Shah & Mehta, 2021; D. Shah & Sharma, 

2023; Shmatko et al., 2021; Smiles* & 

Kumar, 2019; (T et al., 2022) 

 

9 

3. Hybrid 
 

(Du et al., 2024);  (Du et al., 2023) ; (Ojulari 

et al., 2024);  (Ojugo et al., 2023); 

(Kanamori et al., 2022); (Almhaithawi et al., 

2020); (Jayanthi et al., 2023); (Li et al., 

2022) 

  

8 
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4. XG Boost 
 

(Sudhakar & Kaliyamurthie, 2023); 

(Rahmatullah et al., 2022); (Paladini et al., 

2023); (Bharuka et al., 2024); (Arri, 2022); 

(Gupta et al., 2023) 

6 

5. Hybrid 
 

(Du et al., 2024);  (Du et al., 2023) ; 

(Ojulari et al., 2024);  (Ojugo et al., 

2023); (Kanamori et al., 2022); 

(Almhaithawi et al., 2020); (Jayanthi 

et al., 2023); (Li et al., 2022) 

  

8 

 

6. Autoencoder 
 

(Mitra et al., 2022); (Almuteer et al., 

2021) 

 2 

7. Artificial Neural 

Network 

 

(Prof. Antara Bhattacharya et al., 

2023); (Fritz-Morgenthal et al., 2022); 

(Nwachukwu & Boatengu, 2022); 

(Ashwini T G, 2023) 

4 

8. Isolated Forest 
 

(Ore-Areche et al., 2022);  (Togbe et al., 

2021);   (Kawade et al., 2022); Waykar, 

2023) 

4 

9. K-Nearest Neighbors 

(KNN) 

 

(M. N. K. Kumar et al.,2024); (Parmar et 

al., 2020);   (Usman et al., 2024) 

3 

10. Light BM 
 

(Lin, 2023);  (Kolodiziev et al., 

2020);(Nageswara Rao Moparthi, 2024) 

3 

11. SVM 
 

(Sasikala et al., 2022); (Wang et al., 2022); 

(Wei, 2023) 

3 

12. AddaBoost 
 

(Domashova & Kripak, 2021); (Ileberi et al., 

2021) 

2 

13. Bidirectional LSTM 
 

(Mohmad, 2022); (ismael, 2024) 2 

14. Decision Tree 
 

(Suri* et al., 2020); (Zareapoor & 

Shamsolmoali, 2015) 

2 

15. Naïve Bayes Network 
 

(Can et al., 2020); (González-

Carrasco et al., 2019) 

2 

16. SMOTE 
 

(Joshi et al., 2020) 2 

17. Deep Neural Network 
 

(Nesvijevskaia et al., 2021)

  

1 

18. GAN 
 

(Ali et al., 2024) 1 

19. Gradient Boosting 
 

(Akinje & Fuad, 2021) 1 

20. Graph p Laplacian 

semi-supervised 

learning 

 

(Tran et al., 2019) 1 

21. Grid  Search 
 

(Lokanan & Sharma, 2022) 1 

22. GTAN 
 

(Xiang et al., 2023) 1 

23. MNB 
 

(Kjamilji & Güney, 

2023) 

1 

24. Staked RNN 
 

(Bandyopadhyay, 2020) 1 

25. STP-BPNN 
 

(Sultana et al., 2023) 1 

26. TMS 
 

(Alunowska Figueroa et al., 2021) 1 

27. Other ML 
 

(Adeyemo & Obafemi, 2024); (Vanini et al., 

2023); (Rode et al., 2022); (Caprian & of 

Moldova, 2023) 

4 

Source: Author, 2024 
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Table 2 reveals that less frequently used models include Complement Grid Search, TMS, 

MNB, 

STP-BPNN, and Stacked RNN, while Random Forest, Logistic Regression, Hybrid approaches, 

XGBoost, and Artificial Neural Networks were the most commonly used. Notably,Random 

Forest was the top model for fraud detection in banking sector.

 
Source: Author, 2024 

Figure 4 – Frequency of Usage Machine Lerning Model for Fraud Detection 

 

3.  Common Datasets Used 

The second research question (RQ2) aimed to determine the datasets commonly used in 

these studies, which vary significantly, including both public and proprietary data. Public 

datasets are often sourced from financial institutions and online repositories such as BAF and 

Kaggle, while proprietary datasets are typically acquired directly from specific banks or 

financial services. These datasets play a crucial role in model performance and are summarized 

in Table 1 

 

4. The most effective machine learning models for fraud detection in the banking sector. 

 The third research question (RQ3) sought to identify the most effective machine learning 

models for fraud detection in banking. To do so, we compared the performance of the five most 

commonly used models, using accuracy as the key metric. Many studies used a shared dataset, 

making it feasible to evaluate and compare the models' performances.The results of this analysis 

are presented in Table 3 and Figure 5, which highlight the relative effectiveness of each model  

Table 3: Top 5 ML Model Accuracies for Fraud Detection in Banking Sector 

No Model Average Accuracy (%) 

1 Hybrid 99.38 

2 Generative Adversarial Networks (GANs) 93.05 

3 XGBoost 92.35 

4 Random Forest 91.75 

5 Light GBM 90.45 

Source: Author, 2024 
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Source: Author, 2024 
Figure 5-Top Five Average Accuracies of ML Models for Fraud Detection  

The results presented in Figure 6 show that the LightGBM model performed the least, with an 

average accuracy of 90.45%. It was followed by Random Forest, XGBoost, GANs, and Hybrid 

models, which achieved average accuracies of 91.75%, 92.35%, 93.05%, and 99.38%, 

respectively. The data revealed an interesting contrast: while Random Forest was the most 

frequently used model (as indicated in Table 2), it ranked fourth in performance, achieving an 

accuracy of 91.75% (as shown in Figure 5). In contrast, the Hybrid model, which ranked third 

in terms of usage frequency, outperformed all others with an impressive average accuracy of 

99.38%. 

A study with five Japanese banks found that hybrid models outperformed individual machine 

learning models in detecting financial crimes like fraud, money laundering, and unauthorized 

transfers, demonstrating their superior accuracy and adaptability. (Kanamori et al., 2022) 

 
Source: Kanamori , 2022 

Figure 6 - Comparative Detection Fraud  

Ratio between  Deep Learning vs Individual 

Learning 

Source: Kanamori , 2022 

Figure 7 - Comparative Detection Fraud  

Ratio between Hybrid Model vs Individual 

Model 

99,38

93,05 92,35 91,75
90,45

84
86
88
90
92
94
96
98

100
102

Hybrid GANs XGBoost Random Forest Light GBM

Series 1



Yanto1) , Lisah2), Re’gina Tandra  
eCo-Buss: Economics and Business, 2024,  7 (2), 1377 

 

4.  Common Types of Fraud 

Research question four (RQ4) explored the most common types of fraud detection in 

banking. Analysis of 81 articles revealed that Credit Card Fraud was the most frequently studied, 

addressed in 46 articles. 

a. Online Banking Fraud: Analyzed in 26 articles. 

b. Financial Banking Fraud: Explored in  6 articles. 

c. Phishing Banking Fraud: investigated in 2 articles. 

d. Bank Loan Fraud: Covered in 1 articles(1.24%). 

Thus, credit card fraud stands as the most prevalent type of fraud detection in the banking 

sector. The results are summarized in Figure 8 and Table 4. 

Table 4  Common Type of Fraud Detection in Banking Sector 

Type of Fraud Number of dcArticles % 

Credit Card Fraud 46 56.79% 

Online Banking Fraud 26 32.09% 

Financial Banking Fraud 6 7.41% 

Phishing Banking Fraud 2 2.47% 

Bank Loan Fraud 1 1.24% 

Source: Author, 2024 
 

 
Source: (Author, 2024) 

Figure 8. Common Type of Fraud Detection in Banking Sector 
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CONCLUSION 

 

   The study revealed that credit card fraud is the most prevalent type of financial fraud in 

the banking sector, constituting 56.79% of cases. It identified 27 different machine learning 

models utilized for fraud detection, with Random Forest being the most frequently employed, 

followed by Logistic Regression and Hybrid models. However, the study also found that the 

most commonly used models do not necessarily deliver the best performance. Despite Random 

Forest's widespread use, it ranked fourth in performance, achieving an accuracy of 91.75%. In 

contrast, the Hybrid model, although ranked third in usage, achieved the highest accuracy of 

99.38%. 

 

 

RECOMMENDATIONS 

 

This review underscores the growing importance of hybrid models in fraud detection and 

suggests that future research should focus on incorporating additional performance metrics such 

as recall and precision. While traditional models remain effective, deep learning and hybrid 

approaches demonstrate superior performance. As fraud tactics evolve, banks must invest in 

cutting-edge machine learning technologies and continuously update their fraud detection 

systems to stay ahead of emerging threats. 
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