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Abstract 

 

In the era of technology and information which is developing very rapidly 

recently, this has resulted in easy access to information which makes the learning 

process easier in the world of education, but this ease also triggers acts of 

plagiarism which is a  serious threat to science. Plagiarism is an act of stealing 

or taking someone else's work without giving proper attribution or you could say 

without citing that person. Therefore, an application was developed that can 

overcome this problem, namely a plagiarism detection application that uses the 

TF-IDF (Term Frequency-Inverse Document Frequency) and cosine similarity 

algorithm methods. TF-IDF and Cosine Similarity will be implemented into the 

application to carry out the calculation process which will ultimately provide 

results in the form of a percentage of the calculations that have been carried out. 

This plagiarism application is designed to detect similarities between documents 

in the database and user documents. The processes that occur in the applicat ion 

include preprocessing processes, tf-idf calculations, and cosine similarity  

calculations. The results of the tests carried out can be said to be consistent 

because the results of manual and application tests show percentage results of 

4% and 4.34%. The application will also be website-based, and will be designed 

in such a way that it can be used to detect plagiarism . 

  

I. INTRODUCTION 

In the era of technology and information which is developing very rapidly recently, anyone can easily search 

and find the information they need. The impact of this development is very large, especially in the world of 

education. College students now have wide access to various sources of information such as books on the internet, 

journals on Google, and tutorials on YouTube. In the world of education which is supported by technology, 

information from e-books, articles and journals both international and national with varying reputations can be 

easily accessed via the internet [1]. Although this convenience provides many benefits, there are also negative 

impacts that arise, such as increasing acts of plagiarism. 

Plagiarism is an unlawful act that poses a serious threat to the world of science. Perpetrators of plagiarism 

usually steal other authors' works into their work without citing the original references [2]. All these organizations 

agree that violations in scientific research can occur basically through three practices condemned by researchers: 

Falsifying research data, Falsifying results, and authorship fraud, which means the undue appropriation of content 

belonging to another author. without proper credit attribution. In addition, other condemnable practices such as 

redundancy in publication or self-plagiarism are also considered in the same category as careless handling of 

research subjects or piracy [3]. 

Plagiarism can be defined as the act of taking over information, data and knowledge that is actually the work 

of another person without citing the original source. To overcome this problem, plagiarism detection tools were  

developed. This tool really supports the world of education because it can maintain academic fairness. Plagiarism 

often occurs in student assignments, and this action is very detrimental to the world of education. 

The Directorate General of Higher Education on January 4 2012 recorded 21 universities, some of which are 

leading universities in Indonesia. Cases that have shocked the world of education in the country have been 

reported, among others case of former rector of the State Islamic University (UIN) Maliki Malang Prof. Mudjia 
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Rahardjo is suspected plagiarized eight papers written by guidance students in a book entitled "Sosiolinguist ik  

Qurani". This book was published by UIN press in 2008. Then, the case former Chancellor of Jakarta State 

University (UNJ) Prof. Djaali who was dismissed by the Minister of Research Technology and Higher Education 

for committing massive plagiarism cases [4].  

Another case is Chancellor of Halu Oleo University (UHO) Dr. Muhammad Zamrun who was suspected of 

plagiarism by 30 UHO professors. Zamrun is strongly suspected of plagiarizing a number of scientific papers in 

journals he wrote. In another case, the Chancellor of Sultan Ageng Tirtayasa University, Banten, Prof. Sholeh 

Hidayat moment with the rank of Intermediate Principal Supervisor/IVd received a verbal warning for violating 

written copyright. Lecturer at UIN Sunan Gunung Djati Bandung, Ade Juhana allegedly  completed his dissertation 

with hijacked Prof.'s thesis. Tihami and Mohamad Hudaeri's book. Then, lecturer at the Bogor Agricultura l 

Institute, Heri Ahmad Sukria was involved in allegations of plagiarism because of a book entitled ""Sumber dan 

Ketersediaan Bahan Baku Pakan di Indonesia [4]". 

The various tools used to detect plagiarism are usually web applications available online, such as Turnitin, 

which has been used by many lecturers and teachers. Therefore, this research aims to create a web -based 

application that can detect plagiarism. This application uses a  string matching algorithm in text documents to 

search for similar words between documents. The algorithms used are TF-IDF (Term Frequency-Inverse 

Document Frequency) and Cosine Similarity. By matching strings in the compared documents, this application 

produces output tha t shows how closely the documents are similar to each other. 

This technique is used after going through a lot of previous research with articles that have been read, this 

technique is used because this technique has a thorough calculation method for each word carried out by the TF-

IDF technique and the results of the TF-IDF will be recalculated by the Cosine technique Similarity, this causes 

detailed calculations without missing a single word of calculation, this is what makes a significant difference from 

other techniques. In previous research, string matching algorithms were applied to find similarities between 

documents, but were not accompanied by manual calculations that showed the TF-IDF and Cosine Similarity 

calculation processes in detail. This research is expected to provide a new contribution by displaying m anual 

calculation steps for each algorithm stage, which have not been implemented in previous research. 

It is hoped that this application can help lecturers and students reduce the level or acts of plagiarism that often 

occur. This aims to get originality from a student's assignment, where now it is an era where it is very easy to get 

information and also easily take it without any responsibility, this can also help students to do the assignment with 

their own hard work. Likewise, lecturers can assess student assignments efficiently, in this way lecturers will be 

able to grade student assignments fairly. 

II. LITERATURE  REVIEW 

Plagiarism is the process of copying and pasting other people's intellectual products which are misused without 

mentioning the names of the original authors, inventors and initiators [2], or Plagiarism can be defined as signing 

or presenting oneself as the author of another person's artistic or scientific work. or you could say copying other 

people's work [3]. Plagiarism can be divided into 4 categories, and each category has different ways of plagiarism. 

You can see the 4 categories, namely: 

A. Verbatim Plagiarism 

In Verbatim Plagiarism, the author directly takes someone else's work or opinion without changing it, it can 

be said to be exactly the same. Verbatim Plagiarism is often known as Copy-Paste. 

B. Patchwork Plagiarism 

Patchwork Plagiarism is a combination type of plagiarism. Because the writer will combine pieces of other 

people's ideas or work which are finally recognized as their own ideas or concepts. Perpetrators of Patchwork 

Plagiarism often combine pieces of ideas or sentences from several authors to make one complete sentence without 

citing the source at all. 

C. Paraphrase Plagiarism 

Paraphrase Plagiarism is usually done by composing sentences from original words, but claiming that these 

words are your own writing or ideas. Writing from original words is often changed in such a way as to avoid 

plagiarism. Perpetrators of Paraphrasing Plagiarism are usually dishonest and do not want to include sources. 

D. Plagiarism of key word or phrases 

The perpetrator who uses word or key phrase plagiarism will take key words or phrases from an article. The 

writings taken will be compiled, then made into new writing by the perpetrator. The perpetrator of this plagiarism 

of key words or phrases will describe and assemble the writings that have been taken into a complete sentence to 

form a new meaning without mentioning the source at all. 
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Plagiarism is one of the enemies in the world of education that is very difficult to eradicate, this is because 

many perpetrators do not think about the consequences of doing such immoral things. This causes great losses for 

the victims whose research results are used as they please. without including the victim's name. Therefore, a  tool 

is needed that can be used to detect this plagiarism. 

Plagiarism detection is one of the important aspects in the academic world to maintain the originality of 

scientific work. TF-IDF (Term Frequency-Inverse Document Frequency) combined with Cosine Similarity is a 

technique widely used in plagiarism detection.  The TF-IDF method is a method for calculating the weight of a 

word (term) in the document. This method too is known to be efficient, easy and has accurate results  . This method 

combines two concepts for calculations weight, that is, the frequency with which a word appears in it a  particular 

document and the inverse frequency of that document contains the word  [5].  

From previous studies using the Rabin-Karp algorithm, this method is not as detailed as the TF-IDF and Cosine 

Similarity methods. The Rabin-Karp algorithm is a word search algorithm that searches for patterns in the form 

of substrings in a text using a hashing function [6]. while TF-IDF and Cosine Similarity calculate the weight of a 

word (term) in the document first and then carry out the Cosine Similarity calculation process.  

 This research aims to develop a web-based plagiarism detection application. In this research, the researchers 

will use several methods to create a web-based plagiarism detection application, namely: the Waterfall method, 

preprocessing method, Entity Relationship Diagram (ERD) method, Data Flow Diagram (DFD) method , black 

box testing method, TF-IDF method, Cosine Similarity method and, text mining method. 

III. METHODS 

 Data is information, or information in the form of numbers, and can also be in the form of categories resulting 

from a process of observing, calculating, and measuring a variable that describes a problem  [7]. Data is very 

important because it provides the information needed to identify patterns and relationships between relevant 

variables. By analyzing data thoroughly, we can obtain insights that may be needed for further analysis. The data 

obtained will be processed properly so that it can be easily utilized. Data can also be grouped into two types, 

namely: 

1. Primary Data 

Primary data is data obtained directly from organizations, institutions, bodies, or individuals directly from 

the source [7]. This data is usually gathered through interviews, observations, or surveys. Once collected, 

this primary data will be compiled and used for the subsequent research process. 

2. Secondary Data 

Secondary data is data needed by an organization or company but collected by another party where the 

data is already processed and finished [7]. Examples of secondary data include population statistics, journal 

articles, and tabular data. 

Data can be extracted to become useful information. In this research, the data used is extracted from journals 

and collected to become test data.  This process can be considered a text mining process. Text Mining is the 

process of examining large amounts of documents to discover new information or to answer specific research 

questions by identifying key facts, relationships, and statements. Once extracted, this information is structured 

into a format that can be further analyzed or directly presented using grouped HTML tables, mind maps, charts, 

etc. [8]. Data will be entered via the file upload menu which has been designed to accept PDF files. 

The text mining process is one of the most important processes in this research because it forms the core of a 

plagiarism detection website. In this application, researchers create their own database to store the retrieved 

information. The database will be formed using the MySQL database with the help of the XAMPP application. 

Xampp is an application that is formed in such a way that it plays the role of a local web server, this means that 

xampp will provide a localhost which will act as a web server and also a database system [9]. Data that will be 

used in this research is data extracted from Indonesian language journals which are collected to become test data 

and user data which will be used as training data. 

Xampp is also an application in which several software collections are available such as PHPMyAdmin, 

Apache, MySQL, PHP, Perl, and others. This makes it easier to use because there is no need to install the software 

one by one[10]. This database will be the basic basis for storing data that will be sent by the application later and 

the plagiarism detection website application will be created using several methods, namely  

A. Waterfall Method 

Waterfall is a  structured and sequential approach that allows implementation to remain focused on each 

development stage with full attention, from the initial planning stage to the implementation stage [11]. It can be 

interpreted that the waterfall method is an application development method that is based on certain sequences. 

The waterfall sequence has several steps as in Fig. 1 [12]: 
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Fig. 1 Waterfall 

 

1) Requirements Analysis 

In the first stage there is a process of analyzing the application towards the needs of the user, this process 

will be carried out by analyzing websites that have the same work system as this research, this analysis 

will become a document of requirements that will be needed to maximize the work of the application that 

will be created, such as features and functions that will be developed in the application system. 

2) Design 

At this stage, the system design process occurs, such as designing the application interface, designing the 

database, and designing the functions that will be implemented. The results of this stage will produce a 

clear design to create a detailed application architecture. 

3) Development 

After the design process is successful, the process of implementing the design is carried out, these 

processes involve predetermined codes. This process will produce an application that runs as designed 

to create a website-based plagiarism application. 

4) Testing 

After the application has been developed, a testing process occurs in which the testing process will be 

carried out. This process aims to ensure that the application's working system functions well and runs in  

accordance with the specified requirements. 

5) Maintenance 

After the testing process is successful, the Maintenance process will be carried out, this is done to monitor 

system performance, if errors or bugs occur that were previously unknown. A repair process will be 

carried out, this is done to ensure that the bug no longer exists to interfere with the application's work 

process. Maintenance is also carried out to improve the application work system to make it more efficient. 

B. Preprocessing 

Preprocessing is the preparation stage before all subsequent models and algorithms are implemented; for 

example word segmentation for Chinese, Japanese, Vietnamese and other languages that may require word 

segmentation. [13]. Preprocessing will run after data from the user is received, the data must be in PDF format 

first so that further processing can be carried out. Preprocessing has several main techniques [14], namely: 

1) Lowercasing 

Lowercasing is carried out so that the data that will be used for research is in lower case without using 

capital letters. This is done because the computer will distinguish letters if the text is uppercase and 

lowercase. The training data that will be ana lyzed in this research will have all lowercase letters, so that 

if there is data using capital letters it will be missed or not detected by the training data that is available 

for use. examples can be seen in TABLE 1 

 
TABLE 1  

LOWERCASING 

Before After 

Aku aku 

Jika jika 
KaMu kamu 

 

2) Noise Removal 

This noise removal is carried out to remove strange symbols that exist before further analysis is carried 

out. examples can be seen in TABLE 2 

 
TABLE 2  

NOSIE REMOVAL 

Before After 

adap$n jika s#pe*ti it# adapun jika seperti itu 

jik@ h%l Te#seb*t jika hal tersebut 
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3) Stopword 

Stopwords contain words that are less meaningful for analysis, this can reduce the quality of the data that 

will be analyzed. The purpose of eliminating stop words is to reduce the amount of text that will be 

processed further later, thereby causing the process to be carried out later to be faster and not take up 

much time. To remove or delete stop words in Indonesian, use the Python Sastrawi library.  

 

4) Text Transformation 

Text Transformation or known as Tokenization. Tokenization is the process of changing initially larger 

text into a collection of several small texts, this is also called a token. Tokens can be words, sentences, 

or paragraphs. Tokenization can separate existing writing by looking for or finding delimiters in a word. 

Common or usual word boundaries are spaces or Whitespace. 

examples : 

Before Tekonize 

“Adapun situasi setiap orang berbeda” 

After Tokenize 

“Adapun” ”situasi” ”setiap” “orang” “berbeda” = Number of Tokens 7 

 

5) Feature Selection 

Feature Selection is the selection of attributes that are necessary before the data analysis process is carried 

out. This process occurs because there is a lot of data available and the amount will continue to increase, 

so it is necessary to carry out Feature Selection in order to increase the value of accuracy, as well as 

improve performance on data with very high dimensions.  

Apart from that, Feature Selection attributes are carried out so that the form of the data to be analyzed 

becomes simpler and also reduces the size of the data that will be processed during data collection.  

Examples can be seen in Fig. 2 

 

 
 

Fig. 2 Feature Selection 

 

C. Entity Relationship Diagram (ERD) 

 

 
Fig. 3 Entity Relationship Diagram 

 

An Entity Relationship Diagram (ERD) is a visual representation that identifies the types of entities in a 

system, describes their attributes, and illustrates the relationships between these entities [15]. An example of an 

ERD can be seen in Fig. 3 
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D. Data Flow Diagram (DFD) 

DFD is a data flow-oriented system design tool which has a decomposition concept that can be used to 

explain aspects of system design and analysis that are easy to communicate to system users[16]. In designing a 

DFD there are several guidelines on how to describe a DFD well, namely:  

 

 
Fig. 4 Hierarchy Chart        Fig. 5 Context Diagram 

 

  
Fig. 6 Overview Diagram      Fig. 7 Level 1 

 

1) Hierarchy Chart 

Hierarchy Chart are usually used to prepare depictions from DFD to lower levels. Multilevel charts can 

be depicted using the process notation commonly used in DFD[17]. Can be seen in Fig. 4 

2) Context Diagram (Top Level) 

Context Diagram is a diagram that consists of processes and represents the scope of the system. 

Context diagram is the highest level of DFD. Context diagram usually describe system input or output 

in a system [16]. Can be seen in Fig. 5 

3) Overview diagram (Level 0) 

Overview Diagram is a picture that provides a brief and comprehensive view of the system covered, a 

picture that shows the main functions or processes involved in the system  [16]. Can be seen in Fig. 6 

4) Detailed Diagram (Level 1) 

Detailed Diagram is a process that is broken down from level 0 into more detailed processes [17]. Can 

be seen in Fig. 7 

E. Blackbox Testing 

Black box testing is a test that is created as a result of the execution of an application through tested data to 

ensure the functionality of the application being run. This process is carried out to verify whether the application 

is in accordance with the requirements or not [18]. In this black box there are several testing methods, such as 

Sample Testing, Boundary Value Analysis, and Equivalence Partitions. 

In this research, the black box testing method that will be used is Equivalence partitions. Equivalence partitions 

is a testing process based on data input in each form created in the application, each input menu will be tested and 

will be grouped according to its function, whether it is valid or invalid [19]. An example of the black box 

Equivalence partitions technique can be seen in TABEL 3. 

 
TABLE 3 

BLACKBOX TESTING 

No. Form/Tested Display 
 

Number of Test 
Items 

 

Result Amount of 
Evidence 

 
True False 

1 Login 2 2 0 2 
2 Register 2 2 0 2 
3 Menu user has not 

logged 
5 5 0 5 
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4 Menu user has not 

logged  

5 5 0 5 

5 Menu User Account 
Setting 

1 1 0 1 

6 Menu Admin 10 10 0 10 
7 Menu Datasets 10 10 0 10 

8 Menu Edit Dataset 10 10 0 10 
9 Menu User Login 2 2 0 2 

10 Menu Edit User Login 2 2 0 2 
11 Menu Admin History 

who has logged in 

5 5 0 5 

12 Admin Menu Edit Login 
History 

5 5 0 5 

13 Admin History menu for 

those who have not 
logged in 

5 5 0 5 

14 Admin Menu Edit 

History for those who 
are not logged in 

5 5 0 5 

15 Results Menu 5 5 0 5 

F. TF-IDF 

TF-IDF (term frequency–inverse document frequency) is a calculation of the frequency of appearance of a 

term in existing documents. The TF-IDF algorithm will check the appearance of each word in the document from 

the results of filtering and tokenization. The TF-IDF formula can be calculated as follow : 

Wij = 𝑡𝑓𝑖𝑗 ∗  𝑖𝑑𝑓     (1) 

Note : 

Wij   : Word weight of the j-term and i-document 

tfij   : The number of occurrences of the j word/term in the i document 

idf   : log N/df 

N   : The number of all existing documents 

n   : Number of documents containing the j term 

 

Example can be seen in TABLE 4 and TABLE 5:  

D1:Aku Bisa  

U :Bisa Kenapa  
TABLE 4  

PROCESS TO FIND IDF 

Tokens u D1 df IDF LOG (N/df) 

Aku 0 1 1 2

1
 = 0.301029996 

Bisa 1 1 2 2

2
 = 0  

Kenapa 1 0 1 2

1
 = 0.301029996 

 
TABLE 5  

TF-IDF 

Tokens u D1 

Aku 0 0.301029996 
Bisa 0 0 

Kenapa 0.301029996 0 

G. Cosine Similarity 

Cosine Similarity in this research is used for the process of calculating the similarity of documents. The 

formula for Cosine Similarity is as follow: 

SV = 
𝐴𝐵

||𝐴||||𝐵| |
=  

∑𝑖=1
𝑛  𝐴𝑖𝐵𝑖

√∑𝑖=1
𝑛 𝐴𝑖

2√∑𝑖=1
𝑛 𝐵𝑖

2
    (2) 

Note : 

A   : Vector A 

B   : Vector B 

||A||  : Vector A length 

||B||  : Vector B length 

 

Example :  

D1 = 
(0∗0.301029 996) +(0∗0)+(0.301029996 ∗0)

√02 +02+0.30102999 62 ∗ √0.3010299962 +02+02
 = 0 
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H. Text Mining 

Text Mining is the process of examining large amounts of documents to find new information or help answer 

specific research questions. identify the remaining facts, relationships, and statements. Once extracted, this 

information is converted into a structured form that can be further analyzed or presented directly using grouped 

HTML tables, mind maps, charts, etc. [8] 

In this research, text mining is at the core of everything because with the text mining process all data can be 

obtained and preprocessed, even though text mining only has 2 words, the world of text mining is very wide. 

There are many uses that can be obta ined from text mining.  Text mining consists of 3 main tools [20], namely: 

1) Extraction of Information 

This step is carried out by following a predetermined text structure by matching the pattern. This step is 

the initial step where a writer extracts relevant information from an unstructured research article. Writers 

usually select appropriate articles, and try to find and gather information by distinguishing relevant texts. 

2) Discovery of Suitable Text 

Discovery of Suite Text (DoscoText) is the most important aspect of text mining. Why because 

DoscoText is a collection of structured data from unstructured text. Usually authors use knowledge 

discovery in database (KDD) tools or knowledge discovery from da tabases to obtain structured and 

relevant data that can help in subsequent analysis. Writers use keyword extraction to classify text, create 

groups of terms, and so on. 

3) Text Analytics 

Text Analytics is an automated process that helps interpret large amounts of unstructured text into 

qualitative data, primarily to uncover insights, trends, and patterns. 

IV. RESULTS 

A. Main Web Appearances 

1) Users who have logged 

 

 
Fig. 8 Users who have logged 

 

Users who have logged can be seen in Fig. 8, the menu display design of Users who have logged will 

look similar to the User has not logged display, the difference is the settings menu which will be visible 

on the right, the settings menu will open when the user's mouse points to the circle on the right which 

will be the place for profile photo later. The menu design for users who have logged in will consist of 

2 menus which will take the user to other menus that have been provided. 

2) User has not logged 

 

 
Fig. 9 User has not logged 

 

The User has not logged menu will look like Fig. 9, where there will be a place to store files and an 

upload button which, when clicked, will carry out the process of retrieving data from the journal which 

will be stored in the database and will be used again for the next process. 
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B. Manual Calculation Results 

Manual calculations will start from the TF-IDF process, where the results of the TF-IDF will be used again to 

find Cosine Similarity 

1) TF-IDF 
TABLE 6  

IDF TABLE 

Tokens u d1 d2 d3 df idf 

era 1 0 0 0 1 0.60206 

globalisasi 1 0 0 0 1 0.60206 

ini 1 0 0 0 1 0.60206 

kembang 1 0 1 0 2 0.30103 

pola 1 0 0 0 1 0.60206 

hidup 1 0 0 0 1 0.60206 

masyarakat 1 0 0 0 1 0.60206 

plagiarisme 0 1 0 0 1 0.60206 

tindak 0 1 0 0 1 0.60206 

langgar 0 1 0 0 1 0.60206 

momok 0 1 0 0 1 0.60206 

ilmu 0 1 1 0 2 0.30103 

tahu 0 1 0 0 1 0.60206 

laku 0 1 0 0 1 0.60206 

lapor 0 0 1 0 1 0.60206 

teliti 0 0 1 0 1 0.60206 

fakultas 0 0 1 0 1 0.60206 

dana 0 0 1 0 1 0.60206 

boptn 0 0 1 0 1 0.60206 

tahun 0 0 1 0 1 0.60206 

anggar 0 0 1 0 1 0.60206 

aplikasi 0 0 0 1 1 0.60206 

terap 0 0 0 1 1 0.60206 

algoritma 0 0 0 1 1 0.60206 

cocok 0 0 0 1 1 0.60206 

string 0 0 0 1 1 0.60206 

dokumen 0 0 0 1 1 0.60206 

 
TABLE 7  

RESULTS TF-IDF TABLE 

Tokens u d1 d2 d3 

era 0.60206 0 0 0 

globalisasi 0.60206 0 0 0 

ini 0.60206 0 0 0 

kembang 0.30103 0 0.30103 0 

pola 0.60206 0 0 0 

hidup 0.60206 0 0 0 

masyarakat 0.60206 0 0 0 

plagiarisme 0 0.60206 0 0 

tindak 0 0.60206 0 0 

langgar 0 0.60206 0 0 

momok 0 0.60206 0 0 

ilmu 0 0.30103 0.30103 0 
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tahu 0 0.60206 0 0 

laku 0 0.60206 0 0 

lapor 0 0 0.60206 0 

teliti 0 0 0.60206 0 

fakultas 0 0 0.60206 0 

dana 0 0 0.60206 0 

boptn 0 0 0.60206 0 

tahun 0 0 0.60206 0 

anggar 0 0 0.60206 0 

aplikasi 0 0 0 0.60206 

terap 0 0 0 0.60206 

algoritma 0 0 0 0.60206 

cocok 0 0 0 0.60206 

string 0 0 0 0.60206 

dokumen 0 0 0 0.60206 

The TF-IDF process can be searched by looking for the IDF value first , can be seen in TABLE 6.  , after 

the IDF is found the next process is multiplying by tf as shown in TABLE 7. This process is carried out 

to obtain the results of the word weighting process from the words in the user documents provided . After 

the TF-IDF process has been carried out, the next process is to calculate the Cosine Similarity from the 

TF-IDF results. 

 

2) Cosine Similarity 

The Cosine Similarity calculation process can be carried out with the formula:  

 

SV = 
𝐴𝐵

||𝐴||||𝐵||
=  

∑𝑖=1
𝑛  𝐴𝑖𝐵𝑖

√∑𝑖=1
𝑛 𝐴𝑖

2 √∑𝑖=1
𝑛 𝐵𝑖

2
    (3) 

TABLE 8  
MANUAL CALCULATION RESULTS 

Documents Result 

D1 0 
D2 4% 
D3 0 

C. Web Result View 

 
Fig. 10 Web Application Result View  

 

The results menu can be seen in Fig. 10 here is a display of the results of the calculation processes that have 

occurred in the system, here the plagiarism results will be displayed in percentage form, where the display will 

show the plagiarism results from the sum of all PDF data in the database and divided with the am ount of PDF 

data in the database, plagiarism result is the highest among the data in the database, and will display any words 

that are plagiarized in color. 

  



Jimmy Halim, Desiyanna Lasut  
 bit-Tech, 2024, 7 (2), 212 

 

V. DISCUSSION 

 
 

TABLE 9 
Manual Calculation Results  

Documents Result 

  

D1 0 
D2 4% 
D3 0 

 

 
 
 

 

Fig. 11 Web Application Result 

 

The methods used in this journal are TF-IDF and Cosine Similarity, from the results of manual calculations 

and web applications, the process results can be said to be almost similar to the application value of 4.34% which 

can be seen in Figure 11. and the manual calculation of 4% can be seen in TABLE 9, these two results can be said 

to be accurate because the results are not too far apart.  

Using the TF-IDF and Cosine Similarity techniques has its own advantages and disadvantages. The advantages 

of TF-IDF and Cosine Similarity can be said to be more accurate because it uses 2 techniques with TF-IDF which 

calculates word weights from the contents of each document and Cosine Similarity which calculates the similarity 

of each document from the TF-IDF results, however, there are disadvantages of the TF-IDF process IDF and 

Cosine Similarity will take a lot of time in the program process and manual calculation process if you have a lot 

of data . 

The plagiarism process uses Indonesian. By using Indonesian, this application can run well and as expected. 

but what about the concept of multilingualism, no further research has been carried out on the concept of 

multilingualism. With the multilingual concept, this application will be able to run efficiently, but new concepts 

are also needed to adopt multilingualism, such as running coding. However, the concept of multilingualism can 

be used as a good opportunity for future development. 

VI. CONCLUSIONS 

Based on the experiments carried out, it can be concluded that this application which uses TF-IDF and Cosine 

Similarity works effectively and runs smoothly. with the experiments carried out it can be said that this application 

was successfully created, but even so there is something that needs to be improved again, namely the process of 

the TF-IDF and Cosine Similarity programs which can be said to take quite a long time in processing calculations.  

Suggestions that can be given for further research are to look for special programs that can shorten the program 

runtime or compare the process runtime of this method with other calculation methods. You can also use NLP-

based approaches such as Word2Vec or BERT for more efficient and sophisticated detection. and you can also 

carry out further research for multi-format file processes, such as doc and others. 
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